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(57) ABSTRACT

An approach is described for automatically tagging a single
image or multiple images. The approach, in one example
embodiment, is based on a graph-based framework that
exploits both visual similarity between images and tag corre-
lation within individual images. The problem is formulated in
the context of semi-supervised learning, where a graph mod-
eled as a Gaussian Markov Random Field (MRF) is solved by
minimizing an objective function (the image tag score func-
tion) using an iterative approach. The iterative approach, in
one embodiment, comprises: (1) fixing tags and propagating
image tag likelihood values from labeled images to unlabeled
images, and (2) fixing images and propagating image tag
likelihood based on tag correlation.
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1
IMAGE TAG PAIR GRAPH FOR IMAGE
ANNOTATION

TECHNICAL FIELD

This disclosure relates generally to the technical fields of
software and/or hardware technology and, in one example
embodiment, to system and method for automatically tagging
unlabeled images.

BACKGROUND

The approaches described in this section could be pursued,
but are not necessarily approaches that have been previously
conceived or pursued. Therefore, unless otherwise indicated
herein, the approaches described in this section are not prior
art to the claims in this application and are not admitted to be
prior art by inclusion in this section.

With the popularity of digital cameras, it becomes much
easier for people to take pictures. However, organizing a large
number of pictures is hard. As a result, many people have
thousands of photos sitting on their hard disk in some mis-
cellaneous folder. Annotating images with tags is an effective
way to organize images. Manual annotation is time consum-
ing, while automatic approaches are not always reliable due
to the semantic gap between low level visual features and high
level semantic concepts.

BRIEF DESCRIPTION OF DRAWINGS

Embodiments are illustrated by way of example and not
limitation in the figures of the accompanying drawings, in
which like references indicate similar elements and in which:

FIG. 1 is a block diagram showing a network environment
within which a method and system for automatically tagging
unlabeled images may be implemented, in accordance with
an example embodiment;

FIG. 2 is a block diagram illustrating a system for auto-
matically tagging unlabeled images, in accordance with an
example embodiment;

FIG. 3 is a flow chart illustrating a method for automati-
cally tagging unlabeled images, in accordance with an
example embodiment;

FIG. 4 illustrates a collection of test images for applying
the method for tagging unlabeled images in accordance with
an example embodiment; and

FIG. 5 is a diagrammatic representation of a machine in the
example form of a computer system within which a set of
instructions, for causing the machine to perform any one or
more of the methodologies discussed herein, may be
executed.

DETAILED DESCRIPTION

In the following detailed description, numerous specific
details are set forth to provide a thorough understanding of
claimed subject matter. However, it will be understood by
those skilled in the art that claimed subject matter may be
practiced without these specific details. In other instances,
methods, apparatuses or systems that would be known by one
of ordinary skill have not been described in detail so as not to
obscure claimed subject matter.

Some portions of the detailed description which follow are
presented in terms of algorithms or symbolic representations
of operations on binary digital signals stored within a
memory of a specific apparatus or special purpose computing
device or platform. In the context of this particular specifica-
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tion, the term specific apparatus or the like includes a general
purpose computer once it is programmed to perform particu-
lar functions pursuant to instructions from program software.
Algorithmic descriptions or symbolic representations are
examples of techniques used by those of ordinary skill in the
signal processing or related arts to convey the substance of
their work to others skilled in the art. An algorithm is here,
and generally, considered to be a self-consistent sequence of
operations or similar signal processing leading to a desired
result. In this context, operations or processing involve physi-
cal manipulation of physical quantities. Typically, although
not necessarily, such quantities may take the form of electri-
cal or magnetic signals capable of being stored, transferred,
combined, compared or otherwise manipulated. It has proven
convenient at times, principally for reasons of common
usage, to refer to such signals as bits, data, values, elements,
symbols, characters, terms, numbers, numerals or the like. It
should be understood, however, that all of these or similar
terms are to be associated with appropriate physical quanti-
ties and are merely convenient labels. Unless specifically
stated otherwise, as apparent from the following discussion, it
is appreciated that throughout this specification discussions
utilizing terms such as “processing,” “computing,” “calculat-
ing,” “determining” or the like refer to actions or processes of
a specific apparatus, such as a special purpose computer or a
similar special purpose electronic computing device. In the
context of this specification, therefore, a special purpose
computer or a similar special purpose electronic computing
device is capable of manipulating or transforming signals,
typically represented as physical electronic or magnetic
quantities within memories, registers, or other information
storage devices, transmission devices, or display devices of
the special purpose computer or similar special purpose elec-
tronic computing device.

An approach is proposed for automatically tagging a single
image or multiple images. The approach, in one example
embodiment, is based on a graph-based framework that
exploits both visual similarity between images and tag corre-
lation within individual images. The problem is formulated in
the context of semi-supervised learning, where a graph mod-
eled as a Gaussian Markov Random Field (MRF) is solved by
minimizing an objective function (the image tag score func-
tion) using an iterative approach. The iterative approach, in
one embodiment, comprises two steps: (1) fixing tags and
propagating image tag likelihood values from labeled images
to unlabeled images, and (2) fixing images and propagating
image tag likelihood based on tag correlation.

A graph-based approach may be used to automatically tag
unlabeled images given a set of fully or partially annotated
images. For example, a system for automatically tagging
unlabeled images may be configured such that users only
need to label a small portion of their images. These user-
supplied tags would be propagated to other images. The
assumption may be made that where there exists a correlation
between images (such as, e.g., in personal collections of
digital photographs) many images may be described by the
same or similar tags. It will be noted that, for the purposes of
this description, the words tag and label (also tagging and
labeling) may be used interchangeably.

The framework for automatically tagging unlabeled
images may be extended to cases where each image can be
associated with an arbitrary number of tags, and where the
entire pool of available tags can be very large. In one embodi-
ment, under these conditions, the graph optimization problem
may be solved utilizing an iterative alternating scheme with a
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new joint image tag graph model that combines the examina-
tion of similarity among images with the examination of
correlation among tags.

Example method and system for automatically tagging
unlabeled images may be described with reference to a net-
work environment illustrated in FIG. 1. The network environ-
ment 100 may include one or more computer systems, such as
client computer systems 110 and 120 and a server computer
system 140. The server computer system 140 and the client
computer systems 110 and 120 may be in communication
with each other via a communications network 130. The
communications network 130 may be a public network (e.g.,
the Internet, a wireless network, a public switched telephone
network (PSTN), etc.) or a private network (e.g., LAN, WAN,
Intranet, etc.).

As shown in FIG. 1, the server computer system 140 hosts
a system for automatically tagging unlabeled images 142.
The system for automatically tagging unlabeled images 142
may be configured to have access to a collection of images,
some of which may have respective user-supplied descriptive
labels. The images may be stored locally with respect to the
client system that is accessing a system for automatically
tagging unlabeled images or is a repository accessible to the
system for automatically tagging unlabeled images. e.g.,ina
database 150 that stores images 152 and tags 154. The system
142 creates a plurality of image tag pairs from the collection
of' images and the available tags. The tags may include user-
provided tags, as well as reference tags. Each image tag pair
is assigned a probability value that indicates a likelihood of a
tag from a pair being descriptive of an image from the pair. In
one embodiment, if the tag from the pair is selected by a user
to describe the image from the pair, the assigned probability
value is 1. Otherwise, the assigned probability value is 0.5.

For each tag, the system 142 examines the image tag pairs
for similarity between the respective images. Based on the
determined similarity between two images from the image
tag pairs that have different images but the same tag, the
probability value for one or both pairs is adjusted. For
example, an image may have been labeled by a user and is
now associated with a user-selected tag, so that the resulting
image tag pair is assigned the probability value of 1 (indicat-
ing the highest certainty of a tag describing an image). The
determined similarity of another, unlabeled, image with this
user-labeled image would result in increasing the probability
value of the image tag pair consisting of the unlabeled image
and the tag that is the same as the user-selected tag. The
similarity of images may be determined using a variety of
approaches by comparing respective visual features of the
images.

For each image, the system 142 examines the image tag
pairs for correlation between the respective tags. Based on the
result of the examination, the assigned probability is adjusted
for one or both of the image tag pairs that have different tags
but the same image. For example, if one pair from two image
tag pairs has higher probability value than the other pair, and
if it is determined that there is a certain degree of correlation
between the respective tags from the two pairs, the probability
value is adjusted upwards for the pair with a probability value.
A tag may be stored as associated with one or more classifiers.
For example, the tag “beach” may include classifiers “sand,”
“sky,” and “volleyball.” Based on the examination of these
classifiers, another tag that has one or more of these classifiers
may be identified as correlated with the “beach” tag.

The process of examining the image tag pairs with respect
to similarity of imaged and tag correlation and selectively
adjusting respective probability values is continued itera-
tively until respective probability values associated with the
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tag image pairs become stable. The images may include user-
supplied images (e.g., a user’s personal collection of digital
photos), and may also include reference images provided by
or accessible via the system for automatically tagging unla-
beled images 142. The tags may also include user-supplied
tags (e.g., descriptive labels selected or created by the user),
as well as reference tags provided by or accessible via the
system for automatically tagging unlabeled images 142.

The system for automatically tagging unlabeled images
142 may be a web application accessible by the client com-
puter systems 110 and 120 via respective browser applica-
tions 112 and 122 executing on the client computer system
122. In some embodiments, a system for automatically tag-
ging unlabeled images may reside at a client computer sys-
tem, such as, e.g. the system for automatically tagging unla-
beled images 114 that resides on the client computer system
110. An example system for automatically tagging unlabeled
images may be discussed with reference to FIG. 2.

FIG. 2 shows a block diagram illustrating a system 200 for
automatically tagging unlabeled images, according to one
example embodiment. As shown in FIG. 2, the system 200
includes an access module 202, a fixed tag module 204, and a
fixed image module 206. The access module 202 may be
configured to access an image tag pair from a plurality of
image tag pairs, each image tag pair from the plurality of
image tag pairs comprising an image from a plurality of
images and a tag from a plurality of tags, each pair from the
plurality of image tag pairs being assigned a probability
value, the probability value indicating a likelihood of a tag
from a pair being descriptive of an image from the pair. The
fixed tag module 204 may be configured to iterate through
tags in the plurality of tags and, for each subject tag from the
plurality of tags perform the following operations: (1) exam-
ine subject tag pairs, the subject tag pairs being those pairs
from the plurality of image tag pairs that include the subject
tag, and (2) for each of the subject tag pairs, adjust its assigned
probability value, based on a result of the examining of the
subject tag pairs.

The fixed image module 206 may be configured to iterate
through images in the plurality of images and, for each image
from the plurality of images perform the following opera-
tions: (1) examine subject image pairs, the subject image
pairs being those pairs from the plurality of image tag pairs
that include the subject image, and (2) for each of the subject
image pairs, adjust its assigned probability value, based on a
result of the examining of the subject image pairs.

Also shown in FIG. 2 is a tagging module 208. The tagging
module 208 may be configured to tag unlabeled images from
the plurality of images based on the respective probability
values. The tagging module 208 is to tag unlabeled images
responsive to determining that respective probability values
associated with the subject tag pairs and the subject image
pairs have become stable. Various operations performed by
the system 200, according to an example embodiment, may
be discussed with reference to FIG. 3.

FIG. 3 is a flow chart illustrating a method 300 for auto-
matically tagging unlabeled images, in accordance with an
example embodiment. The method 300 may be performed by
processing logic that may comprise hardware (e.g. dedicated
logic, programmable logic, microcode, etc.), software (such
as run on a general purpose computer system programmed to
perform particular functions pursuant to instructions from
program software or on a dedicated machine), or a combina-
tion of both. The processing logic, according to example
embodiments, may reside in any of the modules shown in
FIG. 2. The modules illustrated in FIG. 2 may be imple-
mented as software, hardware, or a combination of both.



US 9,146,941 B2

5

As shown in FIG. 3, the method 300 for automatically
tagging unlabeled images commences with operation 310,
where the access module 202 of FIG. 1 accesses an image tag
pair from a plurality of image tag pairs. As mentioned above,
each image tag pair from the plurality of image tag pairs
comprises an image from a plurality of images and a tag from
aplurality of tags and is also assigned a probability value. The
probability value indicates a likelihood of a tag from a pair
being descriptive of an image from the pair. At operation 320,
the fixed tag module 204 of FIG. 1 iterates through tags in the
plurality oftags and, for each subject tag from the plurality of
tags and performs the following operations: (1) examines
subject tag pairs to determine similarity between respective
images, the subject tag pairs being those pairs from the plu-
rality of image tag pairs that include the subject tag, and (2)
for each of the subject tag pairs, adjusts its assigned probabil-
ity value, based on a result of the examining of the subject tag
pairs.

At operation 330, the fixed image module 206 of FIG. 1
iterates through images in the plurality of images and, for
each image from the plurality of images perform the follow-
ing operations: (1) examines subject image pairs to determine
correlation between respective tags, the subject image pairs
being those pairs from the plurality of image tag pairs that
include the subject image, and (2) for each of the subject
image pairs, adjusts its assigned probability value, based on a
result of the examining of the subject image pairs. At opera-
tion 340, the fixed image module 208 of FIG. 1 tags unlabeled
images.

Semi-Supervised Learning Approach Using a Gaussian
Markov Random Field (MRF)

Given a set of labeled images and unlabeled images, the
semi-supervised learning approach provides a closed form
solution to propagate confidences from labeled to unlabeled
images based on the assumption that the graph is modeled by
Gaussian Markov Property. We represent an image is repre-
sented as a point on the graph and the similarity between two
images is represented as the graph edge.

Given 1 points that represent labeled images {(x;;
v)},—, ;' andupoints that represent unlabeled images {(x;;
Y imtar, . 142 (Where n=l+u and I<<u), a graph G=(V.E) is
constructed with nodes V. The graph represents n data points
(lying in m-dimensional space) consisting of labeled node set
L~=1, ..., 1 and unlabeled node set U=1+1, . . ., 1+u. By
defining node similarity based on the visual similarity
between images, a symmetric weight graph is defined by
equation (1) as shown in Table 1 below.

TABLE 1

(Xig — de)2
Wi = expf - = I
a=1 4

L

In equation (1), x, ;s the d-th component of instance x,, and
0, 1s the length scale hyperparameters for each dimension.

Considering a real-valued function f: V—R on G as poten-
tial scores on each node, the final estimate of f may be used to
assign tags for unlabeled images. In order to solve the MRF,
a quadratic energy function is defined by equation (2) as
shown in Table 2 below.
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TABLE 2

1 ()]
E(f) = zZw‘-j(f‘- —fpn
ij

The goal is to minimize E(f) subject to f(i)=f,(1)=y,. Intu-
itively, it is desirable that similar images (represented on the
graph as data points) to have similar labels. To assign a prob-
ability distribution on functions f, the Gaussian field is
formed as shown in Table 3 below.

TABLE 3

exp(—pBE()
f)= ——,

pp(®) Zs
where {3 is an “inverse temperature” parameter, and Zg p is the partition
function
Z =Jp; exp(-BED)dE,
which normalizes overall functions conslrained tof; on the data that represent
labeled images.

The minimum energy function is shown in Table 4 below.

TABLE 4

f=arg ming;_4 E(f)

Itis not difficult to show that the minimum energy function
shown in Table 4 above is harmonic is harmonic (i.e. Af=0 on
U and is equal to f, on L), here A is the combinatorial Lapla-
cian, given in matrix form as A=D-W where D=diag(d,) is the
diagonal matrix with entries d=X,w,; and W=[w,] is the
weight matrix. The harmonic property means that the value of
fat U is the average of f at neighboring points as is expressed
in equation (3) in Table 5.

TABLE 5

i =d; > wyt(). 3)

@0eN

This also enforces the smoothness of f w.r.t. the graph G on
the neighboring points. In the matrix form, it can be written
as: £=Pf, where P=D~'W. According to the principle of har-
monic functions, f is unique and satisfies 0<f(j)<1 for jeU.
The weight matrix can be re-written as a 2x2 block structure
W=[W,IW, ;W IW_ 1. Letting {=(f; f,)”, the harmonic
solution Af=0 subject to fIL=f; is shown as equation (4) in
Table 6 below.

TABLE 6

f= D = Wo) ™ Wy = (1= Po) Pty

Q)

The above basic framework can also be extended with
external classifiers. The external classifier trained for each tag
produces a soft confidence score h,€(0; 1) on the unlabeled
data. A soft confidence score h,, can be combined with the
basic graph framework as follows. For each unlabeled node i
in the original graph, a so-called “dongle” node is attached,
which is a labeled node with value h,, let the transition prob-
ability from i to its dongle be m, and discount all other tran-
sitions from i1 by 1-n. Now, harmonic optimization can be
performed on this augmented graph, and the closed form
solution for f is shown as equation (5) in Table 7 below.
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TABLE 7 TABLE 8
£,= = (1= WP, (1 =P, £+ nh,). ) he S ocpr Sl ©
1:2;71 o l:j%:...L o

As stated above, the graph-based approach described
herein exploits both visual similarity between images and tag
correlation within individual images. When the joint image
tag graph-based method is being performed, each picture can
usually be annotated by multiple tags. However, there is
strong correlation between tags. For example, a picture con-
tains “car” usually has “road” inside as well. So knowing the
presence of some correlated tags could help predict the pres-
ence of a new tag. The approach described herein uses the
system for tagging unlabeled imaged by jointly modeling tag
correlation in the semi-supervised graph learning framework.

In this paradigm, each node in the graph models an image
tag pair, {x,. tj}, where x, denotes the i image, and t, denotes
the j* tag. The class label (that can be assigned a probability
value indicating a likelihood of a tag from a pair being
descriptive of an image from the pair) of each node is a binary
variable. The class label is a binary value variable associated
with an image tag pair (each node in the graph) that indicates
whether the given image contains the given tag. The class
label thus denotes whether that particular image should be
associated with that particular tag. As only a small portion of
images from the entire set have been labeled, such that they
have user-selected tags associated with them, these user-se-
lected tags (as well as reference tags, if any) can be propa-
gated to unlabeled images. The probability value indicates a
likelihood of a tag from a pair being descriptive of an image
from the pair.

In one example embodiment, a weight value (also termed a
probability value) may be calculated for each pair of nodes (as
mentioned above, a node, for the purposes of this description,
is an image tag pair). Some potential scenarios are as follows:
(1) for two nodes that share the same tag, the weight value is
calculated as the similarity of image visual features (as, e.g.,
in the approach using a Gaussian Markov random field); (ii)
for two nodes that share the same image, the weight value is
calculated based on the correlation between the respective
two tags; (iil) for two nodes that don’t share images or tags,
the weight value may be set as 0, meaning that the two nodes
are independent of each other. This yields a large symmetric
weighted graph. In order to solve such a graph, in one
example embodiment, an iterative approach is utilized. At
each iteration, a subset of nodes is involved. An example
iterative approach is described below.

First, the class labels of all the nodes are initialized: for
labeled nodes, their ground truth is used; for unlabeled nodes,
the label probabilities are initialized as [0.5; 0.5]. Then, the
system for automatically tagging unlabeled images iterates
over tags. At each iteration, only the class labels of unlabeled
nodes for one specific tag are updated, the class labels of the
other nodes are fixed. In order to update the class label con-
fidence probabilities, equation (5) shown in Table 7 above can
be used.

For example, suppose tag j is being considered in the cur-
rent iteration. All the nodes associated with the other tags are
considered as “dongle” nodes and can be interpreted as exter-
nal classifiers. For example, a tag labeled “car” shows some
positive evidence to annotate the same image using the “road”
tag. Each image-tag pair (i; j)(i-th image with j-th tag) is
connected to a “virtual” dongle node that encapsulates infor-
mation from all pairs (i; 1); 1#j. For the image-tag pair node (i:
i), the external cue h can be calculated using equation (6)
shown in Table 8 below.
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where P;; denotes ihe confidence of labeling the node {x;; t,} as 1 or 0, and
le denotes the correlation the I-th tag regarding the j-th tag.

Correlation le is an asymmetric measure between two tags
j and 1. Formally, le can be calculated as the normalized
co-occurrence probability using equation (7) shown in Table
9 below.

TABLE 9

Al

cl = J

M

co-occurence(j, 1)

here C; =
> Where & occurence(j)

For each tag, equation (5) can be used to update P, for the
image-tag pair node (i; j). After doing such iteration over all
the tags, the labeling of all the nodes can be achieved even-
tually. The iteration process is terminated if P, <e for all
unlabeled image-tag pair nodes. Finally, the subset of tags j
with P,>0.5 is assigned to image i. Implementation details of
the method for automatically tagging unlabeled images are
described below.

For image similarity, the system for automatically tagging
unlabeled images may be configured to utilize techniques
such as computing global color histogram, extracting the
spatial frequency information from an image, using spatial
pyramid matching for recognizing natural scene categories,
generating histograms of oriented gradients for human detec-
tion, etc. The system also may be configured to use a weighted
sum of distances to compute a distance between any pair of
images. The node similarity, i.e., the visual similarity
between two images, may be computed using logistic func-
tion sim=exp(-dist) of the image distance. That is, by any of
the above-mentioned techniques, or other methods, a set of
features is computed for a given image. These features are
aggregated into a feature vector of a particular fixed dimen-
sionality. The feature vector for a given image can be regarded
as a point in the feature space R, where n is the dimension-
ality of the feature vector. The image distance in this context
is the metric distance between the corresponding points in
feature space determined by each of the respective images.
The distance can be Euclidean norm, or some other com-
monly used metric. The system for automatically tagging
unlabeled images may compute tag correlation probabilities
utilizing a collection of ground truth tags that may be pro-
vided offline.

Example Application of the Method for Tagging Unlabeled
Images

In operation, and for the purpose of demonstrating an
example application of the method described herein, 100
most common tags have been chosen from among randomly
downloaded 686,283 images based on their respective fre-
quencies of occurrence. These tags have been used as the
initial tag pool for image annotation. For testing, a family
album consisting of 1802 images was also downloaded from
an image-storage website. A sample set of images are shown
in FIG. 4. These user tag inputs have been used as the ground
truth for the evaluation. Of the method for tagging unlabeled
images described above. The set tags used in the experiments
are: adventure, air, auto, bar, beautiful, beauty, boy, building,
cafe, car, celebration, child, children, city, cloud, club, con-
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ference, cooking, costume, cup, cute, dad, dinner, door, dress,
drinking, eyes, face, family, female, field, flowers, food, for-
est, friend, funny, game, games, garden, gardens, girl, girls,
glass, grass, group, hair, happy, hill, home, hotel, house, kid,
kids, kitchen, leaf leaves, light, lights, male, man, mom,
mountain, nature, office, outdoor, outside, party, people,
plant, play, restaurant, river, road, roadtrip, rock, sand, shirt,
show, sky, skyline, smile, sport, stone, street, summer, sun,
team, town, travel, tree, trees, trip, tshirt, valley, wall, water,
window, wine, woman, wood. In the performance evaluation
the following pairs of tags have been treated as the same class:
(child, children), (game, games), (girl, girls), (kid, kids),
(light, lights), (tree, trees).

This yields a graph consisting of 1802x100 nodes. Given
pre-computed image descriptors, the method described
herein took approximately half-an-hour (in one example
implementation implementation) to propagate all the tags to
unlabeled images, which may be an indicator of improved
performance as compared to some of the existing techniques.

FIG. 5 is a diagrammatic representation of a machine in the
example electronic form of a computer system 500 within
which a set of instructions, for causing the machine to per-
form any one or more of the methodologies discussed herein,
may be executed. In various embodiments, the machine oper-
ates as a standalone device or may be connected (e.g., net-
worked) to other machines. In a networked deployment, the
machine may operate in the capacity of a server or a client
machine in server-client network environment, or as a peer
machine in a peer-to-peer (or distributed) network environ-
ment. The machine may be a personal computer (PC), a tablet
PC, a set-top box (STB), a Personal Digital Assistant (PDA),
a cellular telephone, a portable music player (e.g., a portable
hard drive audio device such as an “Moving Picture Experts
Group (MPEG) Layer 3” (MP3) player), a web appliance, a
network router, switch or bridge, or any machine capable of
executing a set of instructions (sequential or otherwise) that
specify actions to be taken by that machine. Further, while
only a single machine is illustrated, the term “machine” shall
also be taken to include any collection of machines that indi-
vidually or jointly execute a set (or multiple sets) of instruc-
tions to perform any one or more of the methodologies dis-
cussed herein.

The example computer system 500 includes a processor
502 (e.g., a central processing unit (CPU), a graphics process-
ing unit (GPU) or both), a main memory 504 and a static
memory 506, which communicate with each other via a bus
508. The computer system 500 may further include a video
display unit 510 (e.g., a liquid crystal display (LCD) or a
cathode ray tube (CRT)). The computer system 500 also
includes an alphanumeric input device 512 (e.g., a keyboard),
auser interface (UI) cursor control device 514 (e.g., a mouse),
a disk drive unit 516, a signal generation device 518 (e.g., a
speaker) and a network interface device 520.

The disk drive unit 516 includes a computer-readable (or
machine-readable) medium 522 on which is stored one or
more sets of instructions and data structures (e.g., software
524) embodying or utilized by any one or more of the meth-
odologies or functions described herein. The software 524
may also reside, completely or at least partially, within the
main memory 504 and/or within the processor 502 during
execution thereof by the computer system 500, the main
memory 504 and the processor 502 also constituting
machine-readable media.

The software 524 may further be transmitted or received
over a network 526 via the network interface device 520
utilizing any one of a number of well-known transfer proto-
cols (e.g., Hyper Text Transfer Protocol (HTTP)).
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While the machine-readable medium 522 is shown in an
example embodiment to be a single medium, the term
“machine-readable medium” should be taken to include a
single medium or multiple media (e.g., a centralized or dis-
tributed database, and/or associated caches and servers) that
store the one or more sets of instructions. The term “machine-
readable medium” shall also be taken to include any medium
that is capable of storing or encoding a set of instructions for
execution by the machine and that cause the machine to
perform any one or more of the methodologies of the present
invention, or that is capable of storing or encoding data struc-
tures utilized by or associated with such a set of instructions.
The term “machine-readable medium” shall accordingly be
taken to include, but not be limited to, solid-state memories,
optical and magnetic media. Such medium may also include,
without limitation, hard disks, floppy disks, flash memory
cards, digital video disks, random access memory (RAMs),
read only memory (ROMs), and the like.

The embodiments described herein may be implemented in
an operating environment comprising software installed on a
computer, in hardware, or in a combination of software and
hardware. Although embodiments have been described with
reference to specific example embodiments, it will be evident
that various modifications and changes may be made to these
embodiments without departing from the broader spirit and
scope of the invention. Accordingly, the specification and
drawings are to be regarded in an illustrative rather than a
restrictive sense.

What is claimed is:

1. A computer-implemented method performed by one or
more processors using a plurality of images, the method
comprising:

creating a plurality of image tag pairs, each image and tag

pair from the plurality of image tag pairs comprising an
image from the plurality of images and a tag from a
plurality of tags, each pair from the plurality of image
tag pairs being assigned a probability value, the prob-
ability value indicating a likelihood of a tag from a pair
being descriptive of an image from the pair;

for each subject tag from the plurality of tags:

examining subject tag pairs for similarity between
respective images, the subject tag pairs being those
pairs from the plurality of image tag pairs that include
the subject tag, and

for each of the subject tag pairs, adjusting its assigned
probability value, based on a result of the examining
of the subject tag pairs;

for each image from the plurality of images:

examining subject image pairs for correlation between
respective tags, the subject image pairs being those
pairs from the plurality of image tag pairs that include
the subject image, and

foreach of the subject image pairs, adjusting its assigned
probability value, based on a result of the examining
of the subject image pairs; and

tagging unlabeled images from the plurality of images

based on the assigned probability values adjusted in the
examining of the subject tag pairs for similarity between
respective images and the examining of the subject
image pairs for correlation between respective tags.

2. The method of claim 1, comprising iterating the exam-
ining of the subject tag pairs, the examining of the subject
image pairs, and the adjusting of probability values until
respective probability values associated with the subject tag
pairs and the subject image pairs become stable.
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3. The method of claim 2, comprising:
the tagging the unlabeled images being responsive to deter-
mining that respective probability values associated
with the subject tag pairs and the subject image pairs
have become stable.
4. The method of claim 1, comprising assigning to a pair
from the plurality of image tag pairs a first initial probability
value if a tag from the pair is a user-selected tag for an image
from the pair or a second initial probability value if the tag
from the pair is not a user-selected tag for the image from the
pair, wherein the first initial probability value indicates the
highest probability of a likelihood of a tag from a pair being
descriptive of an image from the pair.
5. The method of claim 1, wherein the plurality of tag
image pairs, on which the operations of examining of the
subject tag pairs, examining of the subject image pairs, and
adjusting of probability values until respective probability
values associated with the subject tag pairs and the subject
image pairs become stable are performed, are represented by
a single graph.
6. The method of claim 1, wherein images from the plural-
ity images are user-supplied images.
7. The method of claim 1, wherein images from the plural-
ity of images include user-supplied images and reference
images.
8. The method of claim 1, wherein tags from the plurality of
tags include user-supplied tags and reference tags.
9. The method of claim 1, wherein a tag from the plurality
of tags include one or more classifiers, a classifier from the
one or more classifiers indicating that the tag is related to
another tag that includes the classifier.
10. The method of claim 9, wherein the examining of the
subject image pairs comprises examining respective tags
from the subject image pairs based on respective classifiers of
the respective tags.
11. A computer-implemented system comprising:
an access module to access an image tag pair from a plu-
rality of image tag pairs, each image tag pair from the
plurality of image tag pairs comprising an image from a
plurality of images and a tag from a plurality of tags,
each pair from the plurality of image tag pairs being
assigned a probability value, the probability value indi-
cating a likelihood of a tag from a pair being descriptive
of'an image from the pair;
a fixed tag module to iterate through tags in the plurality of
tags and, for each subject tag from the plurality of tags:
examine subject tag pairs for similarity between respec-
tive images, the subject tag pairs being those pairs
from the plurality of image tag pairs that include the
subject tag, and

for each of the subject tag pairs, adjust its assigned
probability value, based on a result of the examining
of the subject tag pairs;
a fixed image module to iterate through images in the
plurality of images and, for each image from the plural-
ity of images:
examine subject image pairs for correlation between
respective tags, the subject image pairs being those
pairs from the plurality of image tag pairs that include
the subject image, and

for each of the subject image pairs, adjust its assigned
probability value, based on a result of the examining
of the subject image pairs; and

a tagging module to:
tag unlabeled images from the plurality of images based

on the assigned probability values adjusted in the
examining of the subject tag pairs for similarity
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between respective images and the examining of the
subject image pairs for correlation between respective
tags.

12. The system of claim 11, wherein the fixed tag module
and the fixed image module are to iterate the examining of the
subject tag pairs, the examining of the subject image pairs,
and the adjusting of probability values until respective prob-
ability values associated with the subject tag pairs and the
subject image pairs become stable.

13. The system of claim 12, wherein the tagging module
tags the unlabeled images responsive to determining that
respective probability values associated with the subject tag
pairs and the subject image pairs have become stable.

14. The system of claim 11, wherein the access module is
to assign to a pair from the plurality of image tag pairs a first
initial probability value ifa tag from the pair is a user-selected
tag for an image from the pair or a second initial probability
value if the tag from the pair is not a user-selected tag for the
image from the pair, the first initial probability value indicates
the highest probability of a likelihood of a tag from a pair
being descriptive of an image from the pair.

15. The system of claim 11, wherein the plurality of tag
image pairs, on which the operations of examining of the
subject tag pairs, examining of the subject image pairs, and
adjusting of probability values until respective probability
values associated with the subject tag pairs and the subject
image pairs become stable are performed, are represented by
a single graph.

16. The system of claim 11, wherein images from the
plurality images are user-supplied images.

17. The system of claim 11, wherein images from the
plurality of images include user-supplied images and refer-
ence images.

18. The system of claim 11, wherein tags from the plurality
of'tags include user-supplied tags and reference tags.

19.The system of claim 11, wherein a tag from the plurality
of tags include one or more classifiers, a classifier from the
one or more classifiers indicating that the tag is related to
another tag that includes the classifier.

20. A machine-readable non-transitory medium having
instruction data to cause a machine to:

access an image tag pair from a plurality of image tag pairs,

each image tag pair from the plurality of image tag pairs
comprising an image from a plurality of images and atag
from a plurality of tags, each pair from the plurality of
image tag pairs being assigned a probability value, the
probability value indicating a likelihood of a tag from a
pair being descriptive of an image from the pair;

iterate through tags in the plurality of tags and, for each

subject tag from the plurality of tags:

examine subject tag pairs for similarity between respec-
tive images, the subject tag pairs being those pairs
from the plurality of image tag pairs that include the
subject tag, and

for each of the subject tag pairs, adjust its assigned
probability value, based on a result of the examining
of the subject tag pairs;

iterate through images in the plurality of images and, for

each image from the plurality of images:

examine subject image pairs for correlation between
respective tags, the subject image pairs being those
pairs from the plurality of image tag pairs that include
the subject image, and

for each of the subject image pairs, adjust its assigned
probability value, based on a result of the examining
of the subject image pairs; and
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tag unlabeled images from the plurality of images based on
the assigned probability values adjusted in the examin-
ing of the subject tag pairs for similarity between respec-
tive images and the examining of the subject image pairs
for correlation between respective tags. 5
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